Each user can be represented by a row vector of ratings of length equal to the total number of movies where each entry is a tuple of rating and timestamp:

Each movie can similarly be represented by a column vector of ratings of length equal to the total number of users where each entry is a tuple of rating and timestamp:

The complete ratings matrix can be represented as a matrix with each column representing a movie and each row representing a column.

The complete ratings matrix is much too large to hold in local machine memory (~5x typical local machine memory).

The actual ratings data is in the form of a 20m x 4 matrix:

The complete ratings matrix is extremely sparse; only .53% of all entries are non-zero. Therefore, we should try not to create the complete ratings matrix.

**Similarity Measures: https://surprise.readthedocs.io/en/stable/similarities.html**

Cosine

MSD = mean squared difference

Pearson

Pearson baseline

**Methods for calculating similarity measure:**

ALS = alternating least squares

SGD = stochastic gradient descent

**Accuracy Measures: https://surprise.readthedocs.io/en/stable/accuracy.html**

RMSE = root mean squared error

MAE = mean absolute error

FCP = fraction of concordant pairs

**Recommendation Algorithms:**

https://surprise.readthedocs.io/en/stable/basic\_algorithms.html

1. Normal Predictor: assumes normal distribution, predicts rating using Maximum Liklihood Estimator
2. Baseline Only: predicts unknown ratings as the baseline for that user / item

https://surprise.readthedocs.io/en/stable/knn\_inspired.html

1. KNN Basic: predicition = sum of (similarity \* rating) / sum of similarity
2. KNN with Means: prediction = sum of (similarity \* (rating – meman)) / sum of similarity
3. SVD
4. SVD++
5. SlopeOne
6. NMF

**Notation: https://surprise.readthedocs.io/en/stable/notation\_standards.html#koren-2010**

R : the set of all ratings.

R\_{train}, R\_{test} and \hat{R} denote the training set, the test set, and the set of predicted ratings.

U : the set of all users. u and v denotes users.

I : the set of all items. i and j denotes items.

U\_i : the set of all users that have rated item i.

U\_{ij} : the set of all users that have rated both items i and j.

I\_u : the set of all items rated by user u.

I\_{uv} : the set of all items rated by both users u and v.

r\_{ui} : the true rating of user u for item i.

\hat{r}\_{ui} : the estimated rating of user u for item i.

b\_{ui} : the baseline rating of user u for item i.

\mu : the mean of all ratings.

\mu\_u : the mean of all ratings given by user u.

\mu\_i : the mean of all ratings given to item i.

\sigma\_u : the standard deviation of all ratings given by user u.

\sigma\_i : the standard deviation of all ratings given to item i.

N\_i^k(u) : the k nearest neighbors of user u that have rated item i. This set is computed using a [:mod:`similarity metric <surprise.similarities>`](https://github.com/NicolasHug/Surprise/blob/711fb80748140c44e0ed870e573c735307e6c3cc/doc/source/notation_standards.rst#id1).

N\_u^k(i) : the k nearest neighbors of item i that are rated by user u. This set is computed using a [:py:mod:`similarity metric <surprise.similarities>`](https://github.com/NicolasHug/Surprise/blob/711fb80748140c44e0ed870e573c735307e6c3cc/doc/source/notation_standards.rst#id3).